
Pre-class Warm-up!!!
True or False?

The matrix has 3 eigenvectors, no 
two of which are scalar multiples of each other.

a.  True

b.  False

Do
you remember last

timewe did a lot

with thematux() ?

(3)
It has elgenvectors /!] , (1) at

eigenvalues 7, -1,

It has up to scalarmultiple only the
arrectors (3] ,

1] with ervalues

2 and 3,



6.2 Diagonalization of matrices

New vocabulary:
• diagonalize, diagonalizable, similar

We learn:
• the connection between eigenvalues, 

eigenvectors and diagonalization
• how to diagonalize a matrix (when it is 

diagonalizable).
• Some theorems: a criterion for 

diagonalizability; independence of 
eigenvectors when eigenvalues are distinct; 
distinct eigenvalues implies diagonalizable.

What we don’t really learn:
• why we would want to diagonalize matrices

Definition.  Square matrices  A  and  B  are similar 
if 

A square matrix  A  is diagonalizable if

there is an invertiblemartin P soHart

B = P+ AP

H is

similar to a chagonal matix.

So :

D = P AP is diagonal for
some invertible P
.



Definition.  Square matrices  A  and  B  are similar 
if there is an invertible  n x n  matrix  P  so that  
P^{-1}AP = B

A square matrix  A  is diagonalizable if it is 
similar to a diagonal matrix.

Example:  A = 

Try the matrix  P = so  P^{-1} =

3  4
4  3

1  1
1 -1

1  1
1 -1

Now !! The columns of P are
the e-vectors of A and the

diagonal entres of 13 % ) are the

corresponding e-values.

E

Calculate

D
+

A p = = ( -1) (s(i -i)
=2()(i) = z( =) = (a)
is diagonal,



Theorem.  Let  A, P, D  be  n x n  matrices with  
P  invertible and  D  diagonal.
Then  P^{-1}AP = D  if and only if the columns 
of  P  are eigenvectors for  A  with eigenvalues 
the diagonal entries in  D.

Proof.

Theorem 1.  An  n x n  matrix  A  is 
diagonalizable if and only if  A  has  n  linearly 
independent eigenvectors.

Proof.

&

J

-

A hasn linearly independent
P" AP = D E) AP = PD e-vectors

Write the columns of P as V..... rn E) there is an invertible matrix↑
with colimus tatare e-vectors

↑ = (v , (v2) -- - (rn) · Write D=G...] of A

AP=PD means : for each i, Avi = ithc0lofP ) there is invertible P With PAP =DI is diagonal,

clump Es A is chagonalizable.

E) for each ,
AVi = X

.Vi

E for each i , vi is an e-vectorof A
with e-value Xi D



Example. The matrix  A =            is not 
diagonalizable.

Like 6.2 questions 1-28
Find whether or not the following matrices are 
diagonalizable. If so, find  P  so that  
P^{-1}AP = D  is diagonal.

1.  A = 2.  A = 

[i]

Proof .
We showA does not have 2

independent e-vectors · Find e-values : 103] [5
- 17

characteristic poly : det (8) [x] Solution : Charpoly (1-3) (3-1) .

Two e-values

= (1-x Roots : 1 (twice) -

1 : find nullspace ofA - 1 = 182] .

It has basis (0]
To find e-vectors : find Null ( - >/

3 .

Nul (2) has basis (i)
= Null (0]

Take P = (b) .Then PAP = 103)
I free variable· (8) is a basis for
the null space . There is one e-vector

up to scalar multiple .
A is not diagonalizable

Also (19]
, (2) , (2) are

not diagonalizable-



Like 6.2 questions 1-28
Find whether or not the following matrices are 
diagonalizable. If so, find  P  so that  
P^{-1}AP = D  is diagonal.

1.  A = 2.  A = 

Two more matrices:

3.  A = 4.  A = 

Question: How many distinct eigenvalues does 
matrix 4. have?  If you get to it: is it 
diagonalizable?

a.  0

b.  1

c.  2

103] [5
- 17

75 - (3)
Solution 2

. Char.priy =dest5 x]
= ( +5) - 7x - 35 + 36 = x2 2x + 1 = x - 1)2
X = 1 is the only roof, twice .

Find-restors : Null A -1 = Null [3)
Echelon form [8]. Basis for nullspace
1) .

There is only on e-vector up toL

scalar multiple .

A is notdiagonalizable



Theorem 2.  If  A  has eigenvectors  v_1, … v_k  
associated to distinct eigenvalues, then  
v_1, … , v_k  are independent.

Proof. 

Theorem 3.  If the  n x n  matrix  A  has  n  
distinct eigenvalues, it is diagonalizable.

We get a shorter relation if r>

This is a contraction
. The

Let the e-values be x , , ..., XL Unc urs Whe are independent.
so Avi = Divi for each is

suppose vi c ... VR were dependent
Let <V , + ..

- +RV = O be a non-

zero dependence valation . Reorder the

Vi and let <
,
v

,
+ . . .

+CrVr bea shortest

such relation. Apply the matrix A-brl ,

( -xrl) vi = Av
,

- yrti = x ,v- - yrt

= Of 1 = w

EO AIR ,



Page 354 Question 32
Show that if  n x n  matrices  A  and B  are similar, 
then they have the same characteristic equation, 
and therefore have the same eigenvalues.

Page 354 Question 29
Prove: if the matrices  A  and  B  are similar 
and the matrices  B  and  C  are similar, then 
the matrices  A  and  C  are similar.


